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HOW SHOULD GOVERNMENTS REGULATE FACEBOOK AND OTHER  

SOCIAL MEDIA PLATFORMS? 
 

The author argues that social media companies are often not 
trading-off public interests for business interests. They are more 
often trading-off competing public interests, which creates many 
dilemmas that Governments may not understand. Governments 
must fundamentally shift their paradigm towards regulating social 
media companies, recognizing that social media companies, like 
Governments, are representations of public interests. 

Governments cannot see themselves as enforcers of public 
interest against social media companies. Instead, Governments 
and social media companies are joint stewards of public interests 
on social media platforms. This is the paradigm which undergirds 
‘Co-regulation’. 

 

‘Co-regulation’ has three components: 

First, content standards should be interpreted and 
operationalized on social media platforms through an inclusive 
mechanism. When it comes to interpreting content laws, the 
scale and speed of the digital world make court decisions 
impractical. While it would be expedient to assign responsibility 
to social media companies to interpret and operationalize content 
laws, this would be unrepresentative of public interests. One idea 
is for Governments and social media companies to co-develop a 
swift mechanism which allows a spectrum of public voices to 
influence the interpretation of content laws in grey cases. 

Second, Governments and social media companies should 
establish a system of public accountability. A good example is the 
Code of Conduct on Countering Illegal Online Hate Speech, 
established by the European Commission and four major social 
media platforms in 2016. It sets public goals for how quickly 
illegal hate speech should be reviewed and removed. Results are 
published on a regular basis.   

Third, Governments and social media companies should both 
make commitments, and be held jointly accountable, to public 
goals. For example, while social media companies invest in 
systems to detect and review potentially illegal content, 
Governments should engage the public on what constitutes ‘hate 
speech’ and ‘fake news’, so that user-flagging is more effective. 
 

Why Not Legislate the Problem Away? 

By implementing a law which enables hefty fines for social media 
companies which fail to take down ‘obviously illegal content’, 
Germany has argued that without legislation, social media 
companies will not take their responsibilities seriously. 

In my view, the costs of legislation generally outweigh the 
benefits. The upside – better enforcement – is limited. Business 
incentives to remove objectionable content are already in play: 
advertisers are social media platforms’ main source of revenue, 
and none want their ads to be associated with objectionable 
content. An advertisers’ boycott on YouTube earlier 2017 year 
suggests that market forces are alive and well. 

On the other hand, legislation can have dangerous effects. 
Placing legal responsibility on social media companies to identify 
the lawfulness of content on their platforms creates an incentive 
to err on the side of greater caution, i.e. more censorship. Beyond 
undermining the right to free speech, companies may 
inadvertently censor important public feedback, for example, on 
Governmental corruption. Besides, enacting legislation sends a 
signal that social media companies cannot be trusted to act in 
the public interest, which is inimical to the principles of co-
regulation. 
 

Conclusion 

Governments worldwide should recognise social media 
platforms as legitimate representations of public interests. As co-
stewards of public interest, Governments and social media 
companies hold joint responsibility and accountability for 
regulating the social media space in a way that best represents 
public interests.  It is about time Governments and Social Media 
Companies work collaboratively under this new paradigm of co-
regulation. 
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